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a b s t r a c t

A quantitative computational theory of the operation of the hippocampus as an episodic memory system
is described. The CA3 system operates as a single attractor or autoassociation network to enable rapid,
one-trial associations between any spatial location (place in rodents or spatial view in primates) and
an object or reward and to provide for completion of the whole memory during recall from any part.
The theory is extended to associations between time and object or reward to implement temporal order
memory, also important in episodic memory. The dentate gyrus performs pattern separation by compet-
itive learning to produce sparse representations, producing for example neurons with place-like fields
from entorhinal cortex grid cells. The dentate granule cells produce by the very small number of mossy
fibre connections to CA3 a randomizing pattern separation effect important during learning but not recall
that separates out the patterns represented by CA3 firing to be very different from each other, which is
patial view neurons
bject–place memory
ecall
attern separation
ompletion

optimal for an unstructured episodic memory system in which each memory must be kept distinct from
other memories. The direct perforant path input to CA3 is quantitatively appropriate to provide the cue
for recall in CA3, but not for learning. The CA1 recodes information from CA3 to set up associatively
learned backprojections to neocortex to allow subsequent retrieval of information to neocortex, provid-
ing a quantitative account of the large number of hippocampo-neocortical and neocortical–neocortical
backprojections. Tests of the theory including hippocampal subregion analyses and hippocampal NMDA

receptor knockouts are described and support the theory.

© 2010 Elsevier B.V. All rights reserved.
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. Introduction

In this paper a computational theory of how the hippocam-
us operates in episodic memory is described. I consider how the
etwork architecture of the hippocampal system may enable it to

mplement episodic memory, and to recall the whole of a mem-
ry back in the neocortex when a partial retrieval cue is present. I
ocus on a fundamental property of episodic memory, the ability to
tore and retrieve the memory of a particular single event involving
n association between items such as the place and the object or
eward seen at that place. Episodic memory in the sense of a series
f linked events requires this type of event memory, and could be
mplemented by linking together a series of events. After the theory
s presented, I then describe neurophysiological and related evi-
ence that tests the theory and provides further evidence on how
emory is implemented in the hippocampus.
Episodic memory, the memory of a particular episode, requires

he ability to remember particular events and to distinguish them
rom other events. An event consists of a set of items that occur
ogether, such as seeing a particular object or person’s face in a par-
icular place. An everyday example might be remembering where
ne was for dinner, who was present, what was eaten, what was
iscussed, and the time at which it occurred. The spatial context is
lmost always an important part of an episodic memory [33], and it
ay be partly for this reason that episodic memory is linked to the

unctions of the hippocampal system, which is involved in spatial
rocessing and memory.

In this paper I will show that the primate hippocampus has a
pecial representation of space that makes it particularly appropri-
te for episodic memory in primates including humans, for it is a
epresentation of space “out there”. This enables memories to be
ormed of what one has seen at a particular place, even if one has not
een to the place. This is not possible with rodent place cells, which
espond to the place where the rodent is located. I will show that the
rimate hippocampus has more than only a spatial representation,
or it also represents objects that are seen at particular places, and
ewards that are found at particular places in spatial scenes. I will
lso show that primate hippocampal neurons are activated when
memory must be recalled from a part of a memory, for example
hen the place at which an object was shown must be recalled
hen the object is seen alone. The ability to recall a whole memory

rom a partial cue is an important property of episodic memory.

. Systems-level functions of the primate hippocampus

Any theory of the hippocampus must state at the systems level
hat is computed by the hippocampus. Some of the relevant evi-
ence comes from the effects of damage to the hippocampus, the

esponses of neurons in the hippocampus during behavior, and the
ystems-level connections of the hippocampus, described in more
etail elsewhere [141,145]. As described in Section 1, evidence of
patial representations in the hippocampus, and of whether these
patial representations can be combined with object representa-
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 193
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 193

tions in memory tasks such as object–place memory, is relevant
to understanding the functions of the primate hippocampus in
episodic memory. In object–place memory, the place where an
object was seen must be remembered. A related task is whole scene
memory, in which a monkey must learn which locations in each
of a number of scenes if touched lead to reward. The task can be
thought of as one in which a place in a scene and reward must be
associated together by learning. In rodents, the watermaze [98] and
cheeseboard [141] tasks can be thought of as testing reward–place
association memory.

2.1. Evidence from the effects of damage to the primate
hippocampus

Damage to the hippocampus or to some of its connections
(described in Sections 2.2 and 3.1) such as the fornix in monkeys
produces deficits in learning about the places of objects and about
the places where responses should be made [17]. For example,
macaques and humans with damage to the hippocampal system
or fornix are impaired in object–place memory tasks in which not
only the objects seen, but where they were seen, must be remem-
bered [19,25,40,43,112,154]. Posterior parahippocampal lesions in
macaques impair even a simple type of object–place learning in
which the memory load is just one pair of trial-unique stimuli [85].
(It is further predicted that a more difficult object–place learning
task with non-trial-unique stimuli and with many object–place
pairs would be impaired by neurotoxic hippocampal lesions.)
Further, neurotoxic lesions that selectively damage the primate
hippocampus impair spatial scene memory, tested by the ability to
remember where in a scene to touch to obtain reward [104]. Also,
fornix lesions impair conditional left–right discrimination learn-
ing, in which the visual appearance of an object specifies whether
a response is to be made to the left or the right [150]. A compa-
rable deficit is found in humans [113]. Fornix sectioned monkeys
are also impaired in learning on the basis of a spatial cue which
object to choose (e.g. if two objects are on the left, choose object A,
but if the two objects are on the right, choose object B) [42]. Mon-
keys with fornix damage are also impaired in using information
about their place in an environment. For example, there are learn-
ing impairments when which of two or more objects the monkey
had to choose depended on the position of the monkey in the room
[41]. More recently, Banta Lavenex and Lavenex have described
deficits produced by hippocampal damage in monkeys perform-
ing allocentric spatial memory tasks [12]. One such task involved
freely moving in an environment using allocentric spatial room
cues to remember the locations of inverted cups that contained
food. This is a food reward–allocentric place association task. Rats
with hippocampal lesions are also impaired in using environmen-

tal spatial cues to remember particular places [22,61,68,87,109],
to utilize spatial cues or to bridge delays [65,66,68,116,141], or
to perform relational operations on remembered material [34]. In
humans, functional neuroimaging shows that the hippocampal sys-
tem is activated by allocentric spatial processing [20,52].
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Fig. 1. Forward connections (solid lines) from areas of cerebral association neocortex via the parahippocampal gyrus and perirhinal cortex, and entorhinal cortex, to
the hippocampus; and backprojections (dashed lines) via the hippocampal CA1 pyramidal cells, subiculum, and parahippocampal gyrus to the neocortex. There is great
convergence in the forward connections down to the single network implemented in the CA3 pyramidal cells; and great divergence again in the backprojections. Left: block
d euron
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iagram. Right: more detailed representation of some of the principal excitatory n
ells, F: forward inputs to areas of the association cortex from preceding cortical are
p: perforant path, rc: recurrent collateral of the CA3 hippocampal pyramidal cell
yramidal cells in layer 3 of the entorhinal cortex. The thick lines above the cell bod

Many of these memory functions are important in event or
pisodic memory, in which the ability to remember what hap-
ened where on typically a single occasion (or trial in a learning
xperiment) is important. It will be suggested below that an autoas-
ociation memory implemented by the CA3 neurons enables event
r episodic memories to be formed by enabling associations to
e formed between spatial and other including object or reward
epresentations.

Information stored in the hippocampus will need to be retrieved
nd affect other parts of the brain in order to be used. The informa-
ion about episodic events recalled from the hippocampus could
e used to help form semantic memories [119,120,124,171]. For
xample, remembering many particular journeys could help to
uild a geographic cognitive map in the neocortex. The hippocam-
us and neocortex would thus be complementary memory systems,
ith the hippocampus being used for rapid, “on the fly”, unstruc-

ured storage of information involving activity potentially arriving
rom many areas of the neocortex; while the neocortex would

radually build and adjust on the basis of much accumulating
nformation, often recalled from the hippocampal unstructured
tore, the semantic representation [88,102,120,171]. The theory
escribed below shows how information could be retrieved within
he hippocampus, and how this retrieved information could enable
s in the pathways. Abbreviations – D: deep pyramidal cells. DG: dentate granule,
he hierarchy. mf: mossy fibres, PHG: parahippocampal gyrus and perirhinal cortex.
perficial pyramidal cells, 2: pyramidal cells in layer 2 of the entorhinal cortex, 3:

present the dendrites.

the activity in neocortical areas that was present during the original
storage of the episodic event to be reinstated, thus implementing
recall, using hippocampo-neocortical backprojections (see Fig. 1).

2.2. Systems-level anatomy

To understand the functions of the primate hippocampus in
event or episodic memory, it is necessary to understand which
other parts of the brain it receives information from. Does it for
example receive object as well as spatial information in terms
of its connectivity? The primate hippocampus receives inputs via
the entorhinal cortex (area 28) and the highly developed parahip-
pocampal gyrus (areas TF and TH) as well as the perirhinal cortex
from the ends of many processing streams of the cerebral asso-
ciation cortex, including the visual and auditory temporal lobe
association cortical areas, the prefrontal cortex, and the parietal
cortex [3,6,76,141,145,164,175,180] (see Fig. 1). The hippocampus

is thus by its connections potentially able to associate together
object and spatial representations. In addition, the entorhinal cor-
tex receives inputs from the amygdala, and the orbitofrontal cortex,
which could provide reward-related information to the hippocam-
pus [21,114,155,163].
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as a single network, it can allow arbitrary associations between
inputs originating from very different parts of the cerebral cortex
to be formed. These might involve associations between informa-
tion originating in the temporal visual cortex about the presence
of an object, and information originating in the parietal cortex
E.T. Rolls / Behavioural Bra

The primary output from the hippocampus to neocortex orig-
nates in CA1 and projects to subiculum, entorhinal cortex, and
arahippocampal structures (areas TF–TH) as well as prefrontal
ortex [32,174,175,178] (see Fig. 1), though there are other out-
uts [141]. These are the pathways that are likely to be involved in
he recall of information from the hippocampus.

The systems-level analysis of neuronal activity in the hippocam-
us provides tests of the theory of hippocampal function in episodic
emory and how this is implemented, and this is described in

ection 4, and other evidence that tests the theory is described in
ection 5.

. A theory of the operation of hippocampal circuitry as a
emory system

In this section, I consider how event or episodic mem-
ries might be learned and retrieved by hippocampal
ircuitry, and in addition retrieved back into the neocor-
ex. The theory has been developed through many stages
118–121,123,124,126,128,129,133,141,145,149,169–171], has as
predecessor developments made by David Marr [86] who partic-

pated with me in lectures on the hippocampus by L.Weiskrantz
t Cambridge, and has benefitted greatly from collaborations
ith many whose names appear below in the citations, including
lessandro Treves and Simon Stringer.

.1. Hippocampal circuitry Fig. 1 [4,7,11,72,76,105,156,180,181]
see Fig. 1 and 4, 7, 11, 72, 76, 105, 156, 180, 181]

Projections from the entorhinal cortex layer 2 reach the granule
ells (of which there are 106 in the rat) in the dentate gyrus (DG), via
he perforant path (pp) [178]. The granule cells project to CA3 cells
ia the mossy fibres (mf), which provide a sparse but possibly pow-
rful connection to the 3 × 105 CA3 pyramidal cells in the rat. Each
A3 cell receives approximately 46 mossy fibre inputs, so that the
parseness of this connectivity is thus 0.005%. By contrast, there are
any more – possibly weaker – direct perforant path inputs also

rom layer 2 of the entorhinal cortex onto each CA3 cell, in the rat of
he order of 4 × 103. The largest number of synapses (about 1.2.104

n the rat) on the dendrites of CA3 pyramidal cells is, however, pro-
ided by the (recurrent) axon collaterals of CA3 cells themselves
rc) (see Fig. 2). It is remarkable that the recurrent collaterals are
istributed to other CA3 cells largely throughout the hippocam-
us [4,5,8,59,181], so that effectively the CA3 system provides a
ingle network, with a connectivity of approximately 2% between
he different CA3 neurons given that the connections are bilateral.
he CA3–CA3 recurrent collateral system is even more extensive
n macaques than in rats [72]. The neurons that comprise CA3, in
urn, project to CA1 neurons via the Schaffer collaterals. In addition,
rojections that terminate in the CA1 region originate in layer 3 of
he entorhinal cortex (see Fig. 1).

.2. CA3 as an autoassociation or attractor memory

.2.1. Arbitrary associations, and pattern completion in recall
Many of the synapses in the hippocampus show associa-

ive modification as shown by long-term potentiation, and this
ynaptic modification appears to be involved in learning see
11,83,99,100,101,107,108,177]. On the basis of the evidence sum-

arized above, Rolls [118–121,123,124,126] and others [81,91,93]
ave suggested that the CA3 stage acts as an autoassociation mem-

ry which enables episodic memories to be formed and stored in
he CA3 network, and that subsequently the extensive recurrent
ollateral connectivity allows for the retrieval of a whole represen-
ation to be initiated by the activation of some small part of the
ame representation (the cue). The crucial synaptic modification
Fig. 2. The numbers of connections from three different sources onto each CA3 cell
from three different sources in the rat. [After 133, 170].

for this is in the recurrent collateral synapses. (A description of the
operation of autoassociative networks is provided in detail else-
where [10,55,133,136,148,149] including Memory, Attention, and
Decision-Making (Rolls [145])).

The architecture of an autoassociation network is shown in
Fig. 3, and the learning rule for the change in the synaptic weight
is as shown in Eq. (1) [133,136,145].

ıwij = k · ri · r′
j (1)

where k is a constant, ri is the activation of the dendrite (the postsy-
naptic term), r′

j is the presynaptic firing rate, and wij is the synaptic
weight.

The hypothesis is that because the CA3 operates effectively
Fig. 3. The architecture of an autoassociation or attractor neural network (CANN)
(see text).
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bout where it is. I note that although there is some spatial gra-
ient in the CA3 recurrent connections, so that the connectivity is
ot fully uniform [59,181], nevertheless the network will still have
he properties of a single interconnected autoassociation network
llowing associations between arbitrary neurons to be formed,
iven the presence of many long-range connections which over-
ap from different CA3 cells, and the ability of attractor networks
o operate with diluted connectivity shown in our computational
tudies prompted by this issue [168,169].

Crucial issues include how many memories could be stored in
his system (to determine whether the autoassociation hypothesis
eads to a realistic estimate of the number of memories that the
ippocampus could store); whether the whole of a memory could
e completed from any part; whether the autoassociation mem-
ry can act as a short-term memory, for which the architecture is
nherently suited; and whether the system could operate with spa-
ial representations, which are essentially continuous because of
he continuous nature of space. These and related issues are con-
idered in the remainder of Section 3.2 and in more detail elsewhere
141,145].

.2.2. Storage capacity
We have performed quantitative analyses of the storage and

etrieval processes in the CA3 network [169,170]. We have
xtended previous formal models of autoassociative memory [see
0] by analyzing a network with graded response units, so as to rep-
esent more realistically the continuously variable rates at which
eurons fire, and with incomplete connectivity [132,168,169]. We
ave found that in general the maximum number pmax of fir-

ng patterns that can be (individually) retrieved is proportional to
he number CRC of (associatively) modifiable recurrent collateral
ynapses on to each neuron, by a factor that increases roughly with
he inverse of the sparseness a of the neuronal representation. [Each

emory is precisely defined in the theory: it is a set of firing rates
f the population of neurons (which represent a memory) that can
e stored and later retrieved, with retrieval being possible from
fraction of the originally stored set of neuronal firing rates.] The
euronal population sparseness a of the representation can be mea-
ured by extending the binary notion of the proportion of neurons
hat are firing to any one stimulus or event as

=
(∑

ri/N
)2

∑
(r2

i
/N)

(2)

here ri is the firing rate of the ith neuron in the set of N neu-
ons. The sparseness ranges from 1/N, when only one of the neurons
esponds to a particular stimulus (a local or grandmother cell rep-
esentation), to a value of 1.0, attained when all the neurons are
esponding to a given stimulus. Approximately,

max ∼= CRC

a ln(1/a)
k (3)

here k is a factor that depends weakly on the detailed structure of
he rate distribution, on the connectivity pattern, etc., but is roughly
n the order of 0.2–0.3 [169]. For example, for CRC = 12,000 and
= 0.02, pmax is calculated to be approximately 36,000. This analysis
mphasizes the utility of having a sparse representation in the hip-
ocampus, for this enables many different memories to be stored.
The sparseness a in this equation is strictly the population sparse-
ess [38,169]. The population sparseness ap would be measured by
easuring the distribution of firing rates of all neurons to a single
timulus at a single time. The single neuron sparseness or selectiv-
ty as would be measured by the distribution of firing rates to a set of
timuli, which would take a long time. The selectivity or sparseness
s of a single neuron measured across a set of stimuli often takes
similar value to the population sparseness ap in the brain, and
arch 215 (2010) 180–196

does so if the tuning profiles of the neurons to the set of stimuli are
uncorrelated [38]. These concepts are elucidated by Franco, Rolls
et al. (2007) [38].] (I note that the sparseness estimates obtained
by measuring early gene changes, which are effectively population
sparsenesses, would be expected to depend greatly on the range
of environments or stimuli in which these were measured. If the
environment was restricted to one stimulus, this would reflect the
population sparseness. If the environment was changing, the mea-
sure from early gene changes would be rather undefined, as all the
populations of neurons activated in an undefined number of testing
situations would be likely to be activated.)

In order for most associative networks to store information effi-
ciently, heterosynaptic long-term depression (as well as LTP) is
required [35,125,133,136,145,169]. Simulations that are fully con-
sistent with the analytic theory are provided by Simmen et al. [153]
and Rolls et al. [132].

A number of points that arise, including measurement of the
total amount of information (in bits per synapse) that can be
retrieved from the network, the computational definition of a mem-
ory, the computational sense in which CA3 is an attractor network,
and the possible computational utility of memory reconsolidation,
are treated elsewhere [141,145]. Here I note that given that the
memory capacity of the hippocampal CA3 system is limited, it is
necessary to have some form of forgetting in this store, or other
mechanism to ensure that its capacity is not exceeded. (Exceeding
the capacity can lead to a loss of much of the information retrievable
from the network.) Heterosynaptic LTD could help this forgetting,
by enabling new memories to overwrite old memories [130,145].
The limited capacity of the CA3 system does also provide one of the
arguments that some transfer of information from the hippocam-
pus to neocortical memory stores may be useful [see 171]. Given
its limited capacity, the hippocampus might be a useful store for
only a limited period, which might be in the order of days, weeks,
or months. This period may well depend on the acquisition rate of
new episodic memories. If the animal were in a constant and lim-
ited environment, then as new information is not being added to
the hippocampus, the representations in the hippocampus would
remain stable and persistent. These hypotheses have clear experi-
mental implications, both for recordings from single neurons and
for the gradient of retrograde amnesia, both of which might be
expected to depend on whether the environment is stable or fre-
quently changing. They show that the conditions under which a
gradient of retrograde amnesia might be demonstrable would be
when large numbers of new memories are being acquired, not when
only a few memories (few in the case of the hippocampus being less
than a few hundred) are being learned.

3.2.3. Recall and completion
A fundamental property of the autoassociation model of the CA3

recurrent collateral network is that the recall can be symmetric,
that is, the whole of the memory can be retrieved and com-
pleted from any part [133,141,145]. For example, in an object–place
autoassociation memory, an object could be recalled from a place
retrieval cue, and vice versa. In a test of this, Day, Langston and
Morris [27] trained rats in a study phase to learn in one trial
an association between two flavors of food and two spatial loca-
tions. During a recall test phase they were presented with a flavor
which served as a cue for the selection of the correct location.
They found that injections of an NMDA receptor blocker (AP5) or
AMPA/kainate receptor blocker (CNQX) to the dorsal hippocampus
prior to the study phase impaired encoding, but injections of AP5

prior to the test phase did not impair the place recall, whereas injec-
tions of CNQX did impair the place recall. The interpretation is that
somewhere in the hippocampus NMDA receptors are necessary for
forming one-trial odor–place associations, and that recall can be
performed without further involvement of NMDA receptors.
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Fig. 4. The types of firing patterns stored in continuous attractor networks are illus-
trated for the patterns present on neurons 1–1000 for Memory 1 (when the firing
is that produced when the spatial state represented is that for location 300) and for
Memory 2 (when the firing is that produced when the spatial state represented is
that for location 500). The continuous nature of the spatial representation results
from the fact that each neuron has a Gaussian firing rate that peaks at its opti-
mal location. This particular mixed network also contains discrete representations
that consist of discrete subsets of active binary firing rate neurons in the range
1001–1500. The firing of these latter neurons can be thought of as representing
the discrete events that occur at the location. Continuous attractor networks by
definition contain only continuous representations, but this particular network can
store mixed continuous and discrete representations, and is illustrated to show the
difference of the firing patterns normally stored in separate continuous attractor
E.T. Rolls / Behavioural Bra

Evidence that the CA3 system is not necessarily required dur-
ng recall in a reference memory spatial task, such as the water

aze spatial navigation for a single spatial location task, is that
A3 lesioned rats are not impaired during recall of a previously

earned water maze task [16,37]. However, if completion from an
ncomplete cue is needed, then CA3 NMDA receptors are neces-
ary (presumably to ensure satisfactory CA3–CA3 learning) even in
reference memory task [49,106]. Thus, the CA3 system appears

o be especially needed in rapid, one-trial object–place recall, and
hen completion from an incomplete cue is required (see further

ection 5).

.2.4. Continuous, spatial, patterns and CA3 representations
The fact that spatial patterns, which imply continuous repre-

entations of space, are represented in the hippocampus has led to
he application of continuous attractor models to help understand
ippocampal function. This has been necessary, because space is

nherently continuous, because the firing of place and spatial view
ells is approximately Gaussian as a function of the distance away
rom the preferred spatial location, because these cells have spa-
ially overlapping fields, and because the theory is that these cells
n CA3 are connected by Hebb-modifiable synapses. This specifica-
ion would inherently lead the system to operate as a continuous
ttractor network. Continuous attractor network models have been
tudied by Amari [9], Zhang [183], Taylor [166], Samsonovich and
cNaughton [151], Battaglia and Treves [13], Stringer et al. [159],

tringer et al. [158], Stringer et al. [160], Stringer and Rolls [157] and
olls and Stringer [138] (see [136,145]), and are described briefly
ext.

A “Continuous Attractor” neural network (CANN) can maintain
he firing of its neurons to represent any location along a continu-
us physical dimension such as spatial view, spatial position, head
irection, etc. It uses excitatory recurrent collateral connections
etween the neurons (as are present in CA3) to reflect the distance
etween the neurons in the state space of the animal (e.g. place or
ead direction). These networks can maintain the bubble or packet
f neural activity constant for long periods wherever it is started
o represent the current state (head direction, position, etc.) of the
nimal, and are likely to be involved in many aspects of spatial pro-
essing and memory, including spatial vision. Global inhibition is
sed to keep the number of neurons in a bubble or packet of actively
ring neurons relatively constant, and to help to ensure that there

s only one activity packet.
Continuous attractor networks can be thought of as very sim-

lar to autoassociation or discrete attractor networks (see Rolls
145]), and have the same architecture, as illustrated in Fig. 3. The

ain difference is that the patterns stored in a CANN are continu-
us patterns, with each neuron having broadly tuned firing which
ecreases with for example a Gaussian function as the distance
rom the optimal firing location of the cell is varied, and with dif-
erent neurons having tuning that overlaps throughout the space.
uch tuning is illustrated in Fig. 4. For comparison, autoassociation
etworks normally have discrete (separate) patterns (each pattern

mplemented by the firing of a particular subset of the neurons),
ith no continuous distribution of the patterns throughout the

pace (see Fig. 4). A consequent difference is that the CANN can
aintain its firing at any location in the trained continuous space,
hereas a discrete attractor or autoassociation network moves its
opulation of active neurons towards one of the previously learned
ttractor states, and thus implements the recall of a particular pre-
iously learned pattern from an incomplete or noisy (distorted)

ersion of one of the previously learned patterns.

Space is continuous, and object representations are discrete.
f these representations are to be combined in for example an
bject–place memory, then we need to understand the operation
f networks that combine these representations. Rolls et al. [137]
and discrete attractor networks. For this particular mixed network, during learning,
Memory 1 is stored in the synaptic weights, then Memory 2, etc., and each memory
contains part that is continuously distributed to represent physical space, and part
that represents a discrete event or object.

have shown that attractor networks can store both continuous pat-
terns and discrete patterns (as illustrated in Fig. 4), and can thus
be used to store for example the location in (continuous, physical)
space (e.g. the place “out there” in a room represented by spatial
view cells) where an object (a discrete item) is present. We showed
this by storing associated continuous and discrete representations
in the same single attractor network, and then showing that the
representation in the continuous space could be retrieved by the
discrete object that was associated with that spatial position; and
that the representation of the discrete object could be retrieved by
providing the position in the continuous representation of space.

If spatial representations are stored in the hippocampus, the
important issue arises in terms of understanding memories that
include a spatial component or context of how many such spatial
representations could be stored in a continuous attractor network.
The very interesting result is that because there are in general
low correlations between the representations of places in differ-
ent maps or charts (where each map or chart might be of one room
or locale), very many different maps can be simultaneously stored
in a continuous attractor network [13].

We have considered how spatial representations could be stored
in continuous attractor networks, and how the activity can be main-
tained at any location in the state space in a form of short-term
memory when the external (e.g. visual) input is removed. How-
ever, many networks with spatial representations in the brain can
be updated by internal, self-motion (i.e. idiothetic), cues even when
there is no external (e.g. visual) input. The ways in which path inte-

gration could be implemented in recurrent networks such as the
CA3 system in the hippocampus or in related systems are described
elsewhere [96,151,158,159], and have been applied to primate spa-
tial view cells by Rolls and coworkers [138,160,161]. Cognitive
maps [109] can be understood by the operations of these attractor
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etworks, and how they are updated by learning and by self-motion
Rolls [145]).

.2.5. Mossy fibre inputs to the CA3 cells
We hypothesize that the mossy fibre inputs force efficient infor-

ation storage by virtue of their strong and sparse influence on
he CA3 cell firing rates [118–120,170]. (The strong effects likely
o be mediated by the mossy fibres were also emphasized by

cNaughton and Morris [91] and McNaughton and Nadel [92].) We
Rolls and Treves) [118–120,123,133,145,170] hypothesize that the

ossy fibre input appears to be particularly appropriate in several
ays. First, the fact that mossy fibre synapses are large and located

ery close to the soma makes them relatively powerful in activating
he postsynaptic cell. Second, the firing activity of dentate granule
ells appears to be very sparse [64,79] and this, together with the
mall number of connections on each CA3 cell, produces a sparse
ignal, which can then be transformed into sparse firing activity in
A3 by a threshold effect. The hypothesis is that the mossy fibre
parse connectivity solution performs the appropriate function to
nable learning to operate correctly in CA3 [23,170]. The perforant
ath input would, the quantitative analysis shows, not produce
pattern of firing in CA3 that contains sufficient information for

earning [170].
The particular property of the small number of mossy fibre

onnections onto a CA3 cell, approximately 46 (see Fig. 2), is
hat this has a randomizing effect on the representations set up
n CA3, so that they are as different as possible from each other
119,120,133,141,145,170]. (This means for example that place
ells in a given environment are well separated to cover the whole
pace.) The result is that any one event or episode will set up a
epresentation that is very different from other events or episodes,
ecause the set of CA3 neurons activated for each event is random.
his is then the optimal situation for the CA3 recurrent collateral
ffect to operate, for it can then associate together the random set
f neurons that are active for a particular event (for example an
bject in a particular place), and later recall the whole set from any
art. It is because the representations in CA3 are unstructured, or
andom, in this way that large numbers of memories can be stored
n the CA3 autoassociation system, and that interference between
he different memories is kept as low as possible, in that they are

aximally different from each other [58,133,169].
The requirement for a small number of mossy fibre connections

nto each CA3 neuron applies not only to discrete [170] but also
o spatial representations, and some learning in these connections,
hether associative or not, can help to select out the small num-

er of mossy fibres that may be active at any one time to select a
et of random neurons in the CA3 [23]. Any learning may help by
educing the accuracy required for a particular number of mossy
bre connections to be specified genetically onto each CA3 neu-
on. The optimal number of mossy fibres for the best information
ransfer from dentate granule cells to CA3 cells is in the order of
5–50 [23,170]. The mossy fibres also make connections useful for
eedforward inhibition [1].

On the basis of these and other points, we predicted that the
ossy fibres may be necessary for new learning in the hippocam-

us, but may not be necessary for the recall of existing memories
rom the hippocampus [133,145,170]. Experimental evidence con-
istent with this prediction about the role of the mossy fibres in
earning has been found in rats with disruption of the dentate gran-
le cells [74] (Section 5).

We [141] have hypothesized that nonassociative plasticity of

ossy fibres [see 14, 15] might have a useful effect in enhancing

he signal-to-noise ratio, in that a consistently firing mossy fibre
ould produce nonlinearly amplified currents in the postsynap-

ic cell, which would not happen with an occasionally firing fibre
170]. This plasticity, and also learning in the dentate, would also
arch 215 (2010) 180–196

have the effect that similar fragments of each episode (e.g. the same
environmental location) recurring on subsequent occasions would
be more likely to activate the same population of CA3 cells, which
would have potential advantages in terms of economy of use of the
CA3 cells in different memories, and in making some link between
different episodic memories with a common feature, such as the
same location in space. Consistent with this, dentate neurons that
fire repeatedly are more effective in activating CA3 neurons [54].

As acetylcholine turns down the efficacy of the recurrent col-
lateral synapses between CA3 neurons [48,53], then cholinergic
activation also might help to allow external inputs rather than the
internal recurrent collateral inputs to dominate the firing of the CA3
neurons during learning, as the current theory proposes. If cholin-
ergic activation at the same time facilitated LTP in the recurrent
collaterals (as it appears to in the neocortex), then cholinergic acti-
vation could have a useful double role in facilitating new learning
at times of behavioral activation, when presumably it may be par-
ticularly relevant to allocate some of the limited memory capacity
to new memories.

3.2.6. Perforant path inputs to CA3 cells
By calculating the amount of information that would end up

being carried by a CA3 firing pattern produced solely by the per-
forant path input and by the effect of the recurrent connections,
we have been able to show [170] that an input of the perforant
path type, alone, is unable to direct efficient information storage.
Such an input is too weak, it turns out, to drive the firing of the
cells, as the “dynamics” of the network is dominated by the ran-
domizing effect of the recurrent collaterals. On the other hand, an
autoassociative memory network needs afferent inputs to apply
the retrieval cue to the network. We have shown [170] that the
perforant path system is likely to be the one involved in relaying
the cues that initiate retrieval in CA3. The concept is that to initiate
retrieval, a numerically large input is useful so that even a partial
cue is sufficient; and that the retrieval cue need not be very strong,
as the recurrent collaterals then take over in the retrieval process
[145,170]. In contrast, during storage, strong signals, in the order of
mV for each synaptic connection, are provided by the mossy fibre
inputs to dominate the recurrent collateral activations, so that the
new pattern of CA3 cell firing can be stored in the CA3 recurrent
collateral connections [145,170].

3.3. Dentate granule cells

The theory is that the dentate granule cell stage of hippocam-
pal processing which precedes the CA3 stage acts as a competitive
network in a number of ways to produce during learning the
sparse yet efficient (i.e. non-redundant) representation in CA3
neurons that is required for the autoassociation implemented
by CA3 to perform well [119,120,123,141,143,170]. An important
property for episodic memory is that the dentate by acting in
this way would perform pattern separation (or orthogonalization)
[120,141,143,170], enabling the hippocampus to store different
memories of even similar events, and this prediction has been con-
firmed [46,50,80,89,141,145] (Section 5).

As just described, the dentate granule cells could be important
in helping to build and prepare spatial representations for the CA3
network. The actual representation of space in the primate hip-
pocampus includes a representation of spatial view [144], whereas
in the rat hippocampus it is of the place where the rat is. The repre-
sentation in the rat may be related to the fact that with a much less

developed visual system than the primate, the rat’s representation
of space may be defined more by the olfactory and tactile as well as
distant visual cues present, and may thus tend to reflect the place
where the rat is. However, the spatial representations in the rat and
primate could arise from essentially the same computational pro-
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ess as follows [28,135]. The starting assumption is that in both the
at and the primate, the dentate granule cells (and the CA3 and CA1
yramidal cells) respond to combinations of the inputs received. In
he case of the primate, a combination of visual features in the envi-
onment will, because of the fovea providing high spatial resolution
ver a typical viewing angle of perhaps 10–20◦, result in the forma-
ion of a spatial view cell, the effective trigger for which will thus
e a combination of visual features within a relatively small part of
pace. In contrast, in the rat, given the very extensive visual field
ubtended by the rodent retina, which may extend over 180–270◦,
combination of visual features formed over such a wide visual

ngle would effectively define a position in space that is a place
28].

The entorhinal cortex contains grid cells, which have high firing
n the rat in a two-dimensional spatial grid as a rat traverses an envi-
onment, with larger grid spacings in the ventral entorhinal cortex
39,51]. This may be a system optimized for path integration [96]
hich may self-organize during locomotion with longer time con-

tants producing more widely spaced grids in the ventral entorhinal
ortex [73]. How are the grid cell representations, which would
ot be suitable for association of an object or reward with a place
o form an episodic memory, transformed into a place representa-
ion that would be appropriate for this type of episodic memory?
have proposed that this could be implemented by a competitive
etwork [145] in the dentate gyrus which operates to form place
ells, implemented by each dentate granule cell learning to respond
o particular combinations of entorhinal cortex cells firing, where
ach combination effectively specifies a place, and this has been
hown to be feasible computationally [143]. The sparse represen-
ations in the dentate gyrus, implemented by the mutual inhibition
hrough inhibitory interneurons and competitive learning, help to
mplement this ‘pattern separation’ effect [119,120,133,145].

In primates, spatial view cells represent a scene view allocen-
rically, as described in Section 4. How could such spatial view
epresentations be formed, in which the relative spatial posi-
ion of features in a scene is encoded? I have proposed that this
nvolves competitive learning analogous to that used to form place
ells in rats, but in primates operating on the representations of
bjects that reach the hippocampus from the inferior temporal
isual cortex [146]. We have shown that in complex natural scenes
he receptive fields of inferior temporal cortex neurons become
educed in size and asymmetric with respect to the fovea [2,147],
nd Rolls et al. [146] have demonstrated in a unifying compu-
ational approach that competitive network processes operating
n areas such as the parahippocampal cortex, the entorhinal cor-
ex, and/or the dentate granule cells could form unique views of
cenes by forming a sparse representation of these object or feature
uned inferior temporal cortex ventral visual stream representa-
ions which have some spatial asymmetry.

.4. CA1 cells

The CA3 cells connect to the CA1 cells by the Schaeffer collat-
ral synapses. The associative modifiability in this connection helps
he full information present in CA3 to be retrieved in the CA1 neu-
ons [128,152,171,172]. Part of the hypothesis is that the separate
ub-parts of an episodic memory, which must be represented sep-
rately in CA3 to allow for completion, can be combined together
y competitive learning in CA1 to produce an efficient retrieval cue
or the recall via the backprojection pathways to the neocortex of

emories stored in the neocortex [120,121,128,129,171].
.5. Backprojections to the neocortex, and memory recall

The need for information to be retrieved from the hippocampus
o affect other brain areas was noted in Section 1. The way in which
arch 215 (2010) 180–196 187

this could be implemented via backprojections to the neocortex is
now considered.

It is suggested that the modifiable connections from the CA3
neurons to the CA1 neurons allow the whole episode in CA3 to
be produced in CA1. The CA1 neurons would then activate, via
their termination in the deep layers of the entorhinal cortex, at
least the pyramidal cells in the deep layers of the entorhinal cortex
(see Fig. 1). These entorhinal cortex layer 5 neurons would then,
by virtue of their backprojections [75,179] to the parts of cere-
bral cortex that originally provided the inputs to the hippocampus,
terminate in the superficial layers (including layer 1) of those neo-
cortical areas, where synapses would be made onto the distal parts
of the dendrites of the (superficial and deep) cortical pyramidal
cells [119–121]. The areas of cerebral neocortex in which this recall
would be produced could include multimodal cortical areas (e.g. the
cortex in the superior temporal sulcus which receives inputs from
temporal, parietal and occipital cortical areas, and from which it
is thought that cortical areas such as 39 and 40 related to lan-
guage developed), and also areas of unimodal association cortex
(e.g. inferior temporal visual cortex). The backprojections, by recall-
ing previous episodic events, could provide information useful to
the neocortex in the building of new representations in the multi-
modal and unimodal association cortical areas, which by building
new long-term and structured representations can be considered
as a form of memory consolidation [119–121,123,124,145], or in
organizing actions.

The hypothesis of the architecture with which this would be
achieved is shown in Fig. 1. The feedforward connections from asso-
ciation areas of the cerebral neocortex (solid lines in Fig. 1) show
major convergence as information is passed to CA3, with the CA3
autoassociation network having the smallest number of neurons at
any stage of the processing. The backprojections allow for diver-
gence back to neocortical areas. The way in which I suggest that
the backprojection synapses are set up to have the appropriate
strengths for recall is as follows [119–121]. During the setting up of
a new episodic memory, there would be strong feedforward activ-
ity progressing towards the hippocampus. During the episode, the
CA3 synapses would be modified, and via the CA1 neurons and the
subiculum, a pattern of activity would be produced on the backpro-
jecting synapses to the entorhinal cortex. Here the backprojecting
synapses from active backprojection axons onto pyramidal cells
being activated by the forward inputs to entorhinal cortex would
be associatively modified. A similar process would be implemented
at preceding stages of neocortex, that is in the parahippocampal
gyrus/perirhinal cortex stage, and in association cortical areas, as
shown in Fig. 1.

The concept is that, during the learning of an episodic memory,
cortical pyramidal cells in at least one of the stages would be driven
by forward inputs, but would simultaneously be receiving backpro-
jected activity (indirectly) from the hippocampus which would by
pattern association from the backprojecting synapses to the corti-
cal pyramidal cells become associated with whichever cortical cells
were being made to fire by the forward inputs. Then later on, during
recall, a recall cue from perhaps another part of cortex might reach
CA3, where the firing during the original episode would be com-
pleted. The resulting backprojecting activity would then, as a result
of the pattern association learned previously, bring back the firing
in any cortical area that was present during the original episode.
Thus retrieval involves reinstating the activity that was present in
different cortical areas that was present during the learning of an
episode. (The pattern association is also called heteroassociation to

contrast it with autoassociation. The pattern association operates
at multiple stages in the backprojection pathway, as made evident
in Fig. 1.) If the recall cue was an object, this might result in recall
of the neocortical firing that represented the place in which that
object had been seen previously. As noted elsewhere in this paper
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nd by McClelland et al. [88], that recall might be useful to the
eocortex to help it build new semantic memories, which might

nherently be a slow process and is not part of the theory of recall.
A plausible requirement for a successful hippocampo-directed

ecall operation is that the signal generated from the hippocam-
ally retrieved pattern of activity, and carried backwards towards
eocortex, remain undegraded when compared to the noise due,
t each stage, to the interference effects caused by the concurrent
torage of other patterns of activity on the same backprojecting
ynaptic systems. That requirement is equivalent to that used in
eriving the storage capacity of such a series of heteroassocia-
ive memories, and it was shown by Treves and Rolls [169,171]
hat the maximum number of independently generated activity
atterns that can be retrieved is given, essentially, by the same
ormula as (3) above where, however, a is now the sparseness
f the representation at any given stage, and C is the average
umber of (back-)projections each cell of that stage receives from
ells of the previous one. (k′ is a similar slowly varying factor to
hat introduced above.) If p is equal to the number of memories
eld in the hippocampal memory, it is limited by the retrieval
apacity of the CA3 network, pmax. Putting together the formula
or the latter with that shown here, one concludes that, roughly,
he requirement implies that the number of afferents of (indirect)
ippocampal origin to a given neocortical stage (CHBP) must be
HBP = CRCanc/aCA3, where CRC is the number of recurrent collaterals
o any given cell in CA3, the average sparseness of a representation
s anc, and aCA3 is the sparseness of memory representations there in
A3.

The above requirement is very strong: even if representations
ere to remain as sparse as they are in CA3, which is unlikely, to

void degrading the signal, CHBP should be as large as CRC, i.e. 12,000
n the rat. If then CHBP has to be of the same order as CRC, one is led to
very definite conclusion: a mechanism of the type envisaged here
ould not possibly rely on a set of monosynaptic CA3-to-neocortex
ackprojections. This would imply that, to make a sufficient num-
er of synapses on each of the vast number of neocortical cells, each
ell in CA3 has to generate a disproportionate number of synapses
i.e. CHBP times the ratio between the number of neocortical and
hat of CA3 cells). The required divergence can be kept within rea-
onable limits only by assuming that the backprojecting system
s polysynaptic, provided that the number of cells involved grows
radually at each stage, from CA3 back to neocortical association
reas [171] (cf. Fig. 1).

The theory of recall by the backprojections thus provides a
uantitative account of why the cerebral cortex has as many back-
rojection as forward projection connections. Further aspects of the
peration of the backprojecting systems are described elsewhere
145].

.6. Temporal order memory in the hippocampus, and episodic
emory

There has for some time been evidence that the hippocam-
us plays a role in temporal order memory, even when there

s no spatial component [56,67,141]. In humans, the hippocam-
us becomes activated when the temporal order of events is
eing processed [78]. If this is a function that can be imple-
ented in the hippocampus, I now propose that this could be

ery important for understanding episodic memory, which often
ay comprise a temporal sequence of events. However, until the

ast few weeks it has not been clear to me how temporal order

emory could be implemented in the hippocampus, or, for that
atter, in other brain structures. However, I have now devel-

ped the outline of a theory of temporal order memory, and
ow it could be implemented in the hippocampus [149], as fol-

ows.
arch 215 (2010) 180–196

The approach is based on recent neurophysiological evidence
of MacDonald and Eichenbaum [84] showing that neurons in the
rat hippocampus have firing rates that reflect which temporal part
of the task is current. In particular, a sequence of different neu-
rons is activated at successive times during a time delay period
(see Rolls and Deco [149]). The tasks used included an object–odor
paired associate non-spatial task with a 10 s delay period between
the visual stimulus and the odor. The new evidence also shows that
a large proportion of hippocampal neurons fire in relation to indi-
vidual events in a sequence being remembered (e.g. a visual object
or odor), and some to combinations of the event and the time in the
delay period [84].

These interesting neurophysiological findings indicate that rate
encoding is being used to encode time, that is, the firing rates of
different neurons are high at different times within a trial, delay
period, etc. [84] (see Rolls and Deco [149]). This provides the foun-
dation for a new computational theory of temporal order memory
within the hippocampus (and also the prefrontal cortex) which
I outline next and which utilizes the slow transitions from one
attractor to another which are a feature that arises at least in some
networks in the brain due to the noise-influenced transitions from
one state to another.

First, because some neurons fire at different times in a trial of
a temporal order memory task or delay task, the time in a trial at
which an object (e.g. a visual stimulus or odor) was presented could
become encoded in the hippocampus by an association imple-
mented in the CA3 recurrent collaterals between the neurons that
represent the object (already known to be present in the hippocam-
pus for tasks for which the hippocampus is required [140,144]) and
the ‘time encoding’ neurons in the hippocampus [84]. This would
allow associations for the time at which the object was present to
be formed.

Second, these associations would provide the basis for the recall
of the object from the time in a trial, or vice versa. The retrieval of
object or temporal information from each other would occur in a
way that is analogous to that shown for recalling the object from
the place, or the place from the object [137], but substituting the
details of the properties of the ‘time encoding’ neurons [84] for
what was previously the spatial (place) component. In addition,
if the time encoding neurons simply cycled through their normal
sequence during recall, this would enable the sequence of objects
or events associated with each subset of time encoding neurons to
be recalled correctly in the order in which they were presented.

Third, we need a theory of what the origin is of the tempo-
ral effect whereby different hippocampal (or potentially prefrontal
cortex) neurons fire in different parts of a trial or delay period. The
properties of the ‘time encoding neurons’ [84] (see Rolls and Deco
[149]) are key here, and we need to understand how they are gen-
erated. Are they generated within the hippocampus, or elsewhere,
and in any case, what is the mechanism by which different neurons
have high firing rates at different times in a trial? The fundamen-
tally new approach to hippocampal function I am taking here is that
rate encoding is being used, that is, the firing rates of different neu-
rons are high at different times within a trial [84] (see Rolls and Deco
[149]). This is a radically different approach to order encoding than
that based on phenomena such as theta and gamma oscillations
that has been investigated by Lisman and Redish [82].

We can consider three hypotheses about how the firing of the
‘time encoding’ hippocampal neurons is produced. All utilize slow
transitions between attractor states that can be a property of noisy
attractor networks. The first hypothesis is that an attractor network

with realistic dynamics (modelled at the integrate-and-fire level
with a dynamical implementation of the neuronal membrane and
synaptic current dynamics, and with synaptic or neuronal adap-
tation) can implement a sequence memory, as shown by Deco
and Rolls [31]. The hypothesis is that there are several different
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ttractors, and that there are weak connections between the differ-
nt attractors. In the model, adaptation produces effects whereby
hatever sequence (order of stimuli) is presented on an individ-
al trial, that order can be replayed in the same sequence because
s one attractor state dies as a result of the adaptation, the next
ttractor to emerge from the spontaneous firing because of the
piking-related noise is the one that has been active least recently,
s it is the one that is least adapted [31]. The whole system operates
t a rather slow timescale for the transitions between the attrac-
ors partly because of the time for the noise to drive the system
rom one attractor state to another, and the slow time course of
he adaptation [31,149]. This implements a type of order mem-
ry.

The second hypothesis is analogous, and is also implemented
n a recurrently connected system such as the hippocampal CA3
ystem or local recurrent circuits in the neocortex [149]. This sec-
nd theory is that again there are several attractors, but that each
ttractor is connected by slightly stronger forward than reverse
ynaptic weights to the next. In previous work, we have shown that
ith an integrate-and-fire implementation with spiking noise this

llows slow transitions from one attractor state to the next [29,30].
uring learning of the synaptic weights in the network, adapta-

ion might lead to each ‘time encoding’ population of neurons
esponding for only a limited period, helping to produce multiple
equentially activated populations of time encoding neurons [84]
see Rolls and Deco [149]). In this scenario, an associative pool of
eurons is unlikely to be helpful, and stronger forward than reverse
eights between different attractors each consisting of a different
opulation of ‘time encoding’ neurons would be the essence. It will
e of interest to investigate whether this system, because of the
oise, is limited to transitions between up to perhaps 7 ± 2 different
equential firing rate states with different neuronal subpopulations
or each state, and thus provides an account for the limit of the

agical number 7 ± 2 on short-term memory and related types of
rocessing [97], and for the recency part of short-term memory in
hich the items are naturally recalled in the order in which they
ere presented. This is the most likely model at present of short-

erm memory and its natural propensity to store and to recall items
n the order in which they were received [149].

A variation on this implementation that I have proposed would
e to have short-term attractor memories with different time con-
tants (for example of adaptation), but all started at the same time
149]. This could result in some attractors starting early in the
equence and finishing early, and with other attractors starting
p a little later, but lasting for much longer in time. The neurons
ecorded by MacDonald and Eichenbaum [84] (see Rolls and Deco
149]) are not inconsistent with this possibility. This type of time
ncoding representation could also be used to associate with items
o implement an item–order memory.

It is thus suggested that temporal order memory could be
mplemented in the hippocampus in this way and could make
n important contribution to episodic memory in which several
vents linked in the correct order might form an episode. The theory
hows how items in a particular temporal order could be separated
rom each other, a property we have referred to as the tempo-
al pattern separation effect [141]. The theory of episodic memory
escribed here shows how events and sequences of events could
e recalled from the hippocampus to the neocortex, and there a

onger term more semantic representation of a recalled episode,
uch as what happened on one’s fifth birthday, might be stored,
nd then accessed to describe the episode. For the order to be

orrectly implemented in the semantic neocortical store, a similar
echanism, involving for example stronger forward than reverse

ynaptic weights between long-term memory representations in
ttractors, could build an appropriate long-term order memory
149].
arch 215 (2010) 180–196 189

4. Systems-level neurophysiology of the primate
hippocampus

The systems-level neurophysiology of the hippocampus shows
what information could be stored or processed by the hippocam-
pus. To understand how the hippocampus works it is not sufficient
to state just that it can store information – one needs to know
what information. The systems-level neurophysiology of the pri-
mate hippocampus has been reviewed by Rolls and Xiang [144],
and a summary is provided here because it provides a perspective
relevant to understanding the function of the human hippocampus
that is somewhat different from that provided by the properties
of place cells in rodents, which have been reviewed elsewhere
[62,63,90,103,110].

4.1. Spatial view neurons in the primate hippocampus

We have shown that the primate hippocampus contains spa-
tial cells that respond when the monkey looks at a certain part
of space, for example at one quadrant of a video monitor while
the monkey is performing an object–place memory task in which
he must remember where on the monitor he has seen particular
images [122,135]. Approximately 9% of the hippocampal neurons
have such spatial view fields, and about 2.4% combine information
about the position in space with information about the object that
is in that position in space [122]. The representation of space is for
the majority of hippocampal neurons in allocentric not egocentric
coordinates [36]. These spatial view cells can be recorded while
monkeys move themselves round the test environment by walk-
ing (or running) on all fours [45,117,131,134]. These hippocampal
‘spatial view neurons’ respond significantly differently for differ-
ent allocentric spatial views and have information about spatial
view in their firing rate, but do not respond differently just on the
basis of eye position, head direction, or place. If the view details are
obscured by curtains and darkness, then some spatial view neurons
(especially those in CA1 and less those in CA3) continue to respond
when the monkey looks towards the spatial view field, showing
that these neurons can be updated for at least short periods by idio-
thetic (self-motion) cues including eye position and head direction
signals [117,132].

4.2. Object–place neurons in the primate hippocampus

A fundamental question about the function of the primate
including human hippocampus in relation to episodic memory is
whether object as well as allocentric spatial information is rep-
resented. To investigate this, Rolls et al. [140] made recordings
from single hippocampal formation neurons while macaques per-
formed an object–place memory task that required the monkeys
to learn associations between objects, and where they were shown
in a room. Some neurons (10%) responded differently to different
objects independently of location; other neurons (13%) responded
to the spatial view independently of which object was present at
the location; and some neurons (12%) responded to a combina-
tion of a particular object and the place where it was shown in the
room. These results show that there are separate as well as com-
bined representations of objects and their locations in space in the
primate hippocampus. This is a property required in an episodic
memory system, for which associations between objects and the
places where they are seen are prototypical. The results thus show
that a requirement for a human episodic memory system, separate

and combined neuronal representations of objects and where they
are seen “out there” in the environment, is present in the primate
hippocampus [140].

What may be a corresponding finding in rats is that some
rat hippocampal neurons respond on the basis of the conjunc-
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Fig. 5. The object–place recall task. One trial is shown. After a 0.5 s tone to indicate
the start of a trial, in Stage 1 one of the two objects (O1) is shown at one of the
places (P1). (The object and the place are chosen randomly on each trial.) To ensure
that the monkey sees the stimulus, the monkey can touch the screen at the place to
obtain one drop of juice reward by licking. After a 0.5 s delay, in Stage 2, the other
of the two objects (O2) is shown at the other place (P2). (One drop of fruit juice
was available as in Stage 1.) After a 0.5 s delay, in Stage 3, the recall cue, one of the
objects chosen at random, is shown at the top of the screen in the middle. (One drop
of fruit juice was available as in Stage 1.) After a 0.5 s delay, in Stage 4, the macaque
must then recall the place in which the object shown as the recall cue in Stage 3 was
presented, and must then touch that place on the screen to obtain 4 licks of fruit
juice, thus indicating that he has recalled the location correctly. In Stage 4 of the
trials, the left and right positions (P1 and P2) have no image present, with the two
possible locations for a response indicated by identical circles. The task requires the
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Fig. 6. Activity of a neuron with responses related to one of the objects used in the
object–place recall task. The firing rate to object 1 (O1) and object 2 (O2) is shown
(mean firing rate in spikes/s across trials ± SEM). The first histogram pair (on the left)
shows the responses to the two objects measured throughout the trial whenever
object 1 or object 2 was on the screen. The second histogram pair shows the neuronal
responses when the objects were being shown in Stage 3 as the recall cue. The third
histogram pair shows the neuronal responses in the 0.5 s delay period after one of
the objects had been shown in Stage 3 as the recall cue. The neuron continued to
respond more after object 1 than after object 2 had been seen in this recall period in
which the place was being recalled from the object. The fourth histogram pair shows
the neuronal responses in Stage 4 when the macaque was recalling and touching the
onkey to perform recall of the place from the object, within the period beginning
t the presentation of the recall cue at the start of Stage 3 and ending when the
esponse is made in Stage 4.

ion of location and odor [182]. Results consistent with our
bject–place neurons in primates are that Diamond and cowork-
rs have now shown using the vibrissa somatosensory input for
he ‘object’ system, that rat hippocampal neurons respond to
bject–place combinations, objects, or places, and that there is even
reward–place association system in rats similar to that in primates
escribed below [60]. This brings the evidence from rats closely

nto line with the evidence from primates of hippocampal neurons
seful for object–place episodic associative memory.

Spatial view cells, and object–place cells, are also present in the
arahippocampal areas [45,117,131,134,140]. There are backpro-

ections from the hippocampus to the entorhinal cortex and thus to
arahippocampal areas, and these backprojections could enable the
ippocampus to influence the spatial representations found in the
ntorhinal cortex and parahippocampal gyrus. On the other hand,
ome of the spatial functions may be provided for these parahip-
ocampal areas, which will in turn influence the hippocampus.
owever, it is argued below that the hippocampus may be able

o make a special contribution to event or episodic memory, by
nabling in the CA3 network with its very widespread recurrent col-
ateral connections an association between any one item with any
ther item to form an arbitrary association to represent an event.

.3. Recall-related neurons in the primate hippocampus

It has now been possible to investigate directly, neurophysiolog-
cally, the hippocampal recall process in primates [144]. We used
visual object–place memory task because this is prototypical of

pisodic memory. It has been shown that a one-trial odor–place
ecall memory task is hippocampal-dependent in rodents [27]. We
esigned a one-trial object–place recall task, in which the whole
emory was recalled from a part of it. The task is illustrated in

ig. 5. Images of new objects were used each day, and within a day
he same objects were used, so that with non-trial-unique objects

ithin a day, the recall task is quite difficult.

Recordings were made from 347 neurons in the hippocampus of
macaque performing the object–place recall task. The following

ypes of neurons were found in the task [144].
place at which the cue recall object had been shown. The responses of the neuron
were object-related even when the object was not being seen, but was being used as
a recall cue, in the delay after Stage 3 of the task, and in Stage 4. **p < 0.01; *p < 0.05.

One type of neuron had responses that occurred to one of the
objects used in the task. A number of these neurons had activity that
was related to the recall process. An example of one of these neu-
rons is shown in Fig. 6. The neuron had activity that was greater
to object one not only when it was shown in Stages 1–3 of the
task, but also in the delay period following Stage 3 when the object
was no longer visible, and in Stage 4, when also the object was
no longer visible and the macaque was touching the remembered
location of that object. Thus while the location was being recalled
from the object, this type of neuron continued to respond as if the
object was present, that is it kept the representation of the object
active after the object was no longer visible, and the place to touch
was being recalled. 16 of the neurons responded in this way, and
an additional 6 had object-related firing that did not continue fol-
lowing Stage 3 of the task in the recall period. The difference of
the firing rates of these 22 neurons to the different objects was in
many cases highly statistically significant (e.g. p < 10−6) [144]. None
of these neurons had differential responses for the different places
used in the object–place recall task.

A second type of neuron had responses related to the place (left
or right) in which an object was shown in Stage 1 or 2 of each trial.
An example of one of these neurons is shown in Fig. 7. The neuron
responded more when an object was shown in the left position (P1)
than in the right position (P2) on the screen. Interestingly, when the
recall object was shown in Stage 3 of the trial in the top centre of
the screen, the neuron also responded as if the left position (P1)
was being processed on trials on which the left position had to be
recalled. This firing continued in the delay period after the recall cue
had been removed at the end of Stage 3, and into Stage 4. Thus this
type of neuron appeared to reflect the recall of the position on the
screen at which the object had been represented. Analysis of trials
on which errors were made indicated that the responses were not
just motor response related, for if due to some response bias the

monkey touched the incorrect side, the neuron could still respond
according to the correct recalled location. 13 neurons had differen-
tial responses to the different places P1 and P2, and continued to
show place-related activity in the recall part of the task, Stage 3.
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Fig. 7. Activity of a neuron with responses related to the left place (P1) in the
object–place recall task. The firing rate to place 1 (P1) and place 2 (P2) is shown
(mean firing rate in spikes/s across trials ± SEM). The first histogram pair (on the
left) shows the responses to the two places measured when a stimulus was on the
screen in Stage 1 or Stage 2. The second histogram pair shows the neuronal responses
when the objects were being shown in Stage 3 as the recall cue, and depending on
whether the place to be recalled was place 1 or place 2. The third histogram pair
shows the neuronal responses in the 0.5 s delay period after one of the objects had
been shown in Stage 3 as the recall cue. The neuron responded more when place 1
was the correct place to be recalled on a trial. The fourth histogram pair shows the
neuronal responses in Stage 4 when the macaque was recalling and touching the
p
w
c
4

F
a
3
a
o
r
h
o

m
a
o
b

w
p
t
s

h
t
t
c
i
r
t
w
o

T
N
t

lace at which the cue recall object had been shown. The responses of the neuron
ere place-related even in Stage 3 when the object being shown as a place recall

ue was at the top of the screen, in the delay after Stage 3 of the task, and in Stage
. ** p < 0.01; * p < 0.05.

ive other neurons had left–right place-related responses without
memory recall component, in that they did not respond in Stage
of the task, when a non-spatial recall stimulus was being shown,

nd a place should be being recalled (see Table 1). The population
f 18 neurons as a population had statistically significant place-
elated responses [144]. The new finding is that 13 of the neurons
ad place-related responses when a place was being recalled by an
bject cue.

The responses of the population of neurons recorded in one
acaque are shown in Table 1. In addition to the neurons described

bove, 3 further neurons responded to particular combinations of
bjects and places, e.g. to object 1 when it was shown in place 1,
ut not to other combinations.

The recording sites of the object and of the place neurons were
ithin the hippocampus proper [144]. The mean firing rate of the
opulation of responsive neurons (see Table 1) to the most effec-
ive object or place was 7.2 ± 0.6 spikes/s (±SEM), and their mean
pontaneous rate was 3.2 ± 0.6 spikes/s.

These findings [144] are the first we know in the primate
ippocampus of neuronal activity that is related to recall. It is par-
icularly interesting that the neurons with continuing activity to
he object after it had disappeared in the recall phase of the task
ould reflect the operation of the object–place recall process that

s hypothesized to take place in the CA3 cells. By continuing to
espond to the object while the place is being recalled in the task,
he object-related neurons could be part of the completion of the
hole object–place combination memory from an autoassociation

r attractor process in CA3 [141]. Consistent with these findings,

able 1
umbers of neurons in the hippocampus with different types of response during

he object–place recall task.

Object with activity continuing after the recall cue 16
Object with activity not continuing after the recall cue 6
Place with activity during and after the recall cue 13
Place with activity during the recall cue 5
Object × place 3
Total 347
arch 215 (2010) 180–196 191

and with the computational theory, it has now been reported that
human hippocampal neurons are activated during recall [44].

The neurons with recall-related activity in the object–place
recall task also provide neurophysiological evidence on the speed of
association learning in the hippocampal formation. Given that this
is a one-trial object–place recall task, with the association between
the object and its place being made in Stages 1 and 2 of each trial
(see Fig. 5), it is clear that it takes just one trial for the object–place
associations to be formed that are relevant to the later recall on that
trial. This is the speed of learning that is required for episodic mem-
ory, and this neurophysiological evidence shows that this type of
rapid, one-trial object–place learning is represented in the primate
hippocampus.

4.4. Reward–place neurons in the primate hippocampus

The primate anterior hippocampus (which corresponds to
the rodent ventral hippocampus) receives inputs from brain
regions involved in reward processing such as the amygdala and
orbitofrontal cortex [114]. To investigate how this effective input
may be incorporated into primate hippocampal function, Rolls and
Xiang [139] recorded neuronal activity while macaques performed
a reward–place association task in which each spatial scene shown
on a video monitor had one location which if touched yielded a
preferred fruit juice reward, and a second location which yielded
a less preferred juice reward. Each scene had different locations
for the different rewards. Of 312 hippocampal neurons analyzed,
18% responded more to the location of the preferred reward in dif-
ferent scenes, and 5% to the location of the less preferred reward
[139]. When the locations of the preferred rewards in the scenes
were reversed, 60% of 44 neurons tested reversed the location to
which they responded, showing that the reward–place associa-
tions could be altered by new learning in a few trials. The majority
(82%) of these 44 hippocampal reward–place neurons tested did not
respond to object–reward associations in a visual discrimination
object–reward association task. Thus the primate hippocampus
contains a representation of the reward associations of places “out
there” being viewed, and this is a way in which effective informa-
tion can be stored as part of an episodic memory, and how the
current mood state may influence the retrieval of episodic memo-
ries. There is consistent evidence that rewards available in a spatial
environment can influence the responsiveness of rodent place neu-
rons [57,165].

5. Tests of the theory

5.1. Dentate granule cells

The theory predicts that the dentate granule cell mossy fibre
system of inputs to the CA3 neurons is necessary to store spatial
memories, but not to recall them. Lassalle et al. [74] have obtained
evidence consistent with this in rats with damage to the mossy
fibre system, and there is further evidence consistent with this
[26,77,141].

The theory predicts that pattern separation is performed by
the dentate granule cells. Evidence consistent with this has been
found neurophysiologically in the small sparsely encoded place
fields of dentate neurons [64,80] and their reflection in CA3 neu-
rons [80]. It has been shown that selective dentate lesions in rats

[46,47,50,141,145] or dentate NMDA receptor knockouts in mice
[89] impair spatial, object–place (or reward–place: remembering
where to find a reward) association tasks especially when the places
are close together and require pattern separation before storage in
CA3.
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If adult neurogenesis in the dentate gyrus does prove to be
unctionally relevant, its computational role could be to facilitate
attern separation for new patterns, by providing new dentate
ranule cells with new sets of random connections to CA3 neurons.
onsistent with the dentate spatial pattern separation hypothesis
119,120,129,170,171], in mice with impaired dentate neurogene-
is, spatial learning in a delayed non-matching-to-place task in the
adial arm maze was impaired for arms that were presented with
ittle separation, but no deficit was observed when the arms were
resented farther apart [24]. Consistently, impaired neurogenesis

n the dentate also produced a deficit for small spatial separations
n an associative object-in-place task [24].

The theory predicts that the direct perforant path input from
he entorhinal cortex to the CA3 cells (which bypasses the dentate
ranule cells) is involved in the recall of memory from the CA3
ystem, and Lee and Kesner [77] have obtained evidence consistent
ith this in a Hebb–Williams maze recall task.

.2. CA3

The theory predicts that the CA3 is especially important in
bject–place or reward–place tasks in which associations must
e formed between any spatial location and any object (referred
o as arbitrary associations). There is much evidence from subre-
ion analyses involving disruption of CA3 that CA3 is necessary
or arbitrary associations between places and objects or rewards
47,141]. Similar impairments were obtained following deletion of
A3 NMDA receptors in mice in the acquisition of an odor–context
aired associate learning task [115]. If place or time is not a com-
onent, associative tasks such as odor–object association are not

mpaired [141], underlining the fact that the hippocampus is espe-
ially involved in episodic types of associative memory which
ypically involve place and/or time.

The theory predicts that the CA3 is especially important in
bject–place or reward–place completion tasks, in which associa-
ions must be completed from a part of the whole. It has been shown
hat if completion from an incomplete cue is needed, then CA3
MDA receptors are necessary (presumably to ensure satisfactory
A3–CA3 learning) even in a reference memory task [49,106].

The theory predicts that the CA3 system is especially needed in
apid, one-trial object–place learning and recall. It has been shown
hat hippocampal NMDA receptors (necessary for long-term poten-
iation to occur) are needed for one-trial flavor–place assocation
earning, and that hippocampal AMPA/kainate receptors are suffi-
ient for the recall, though the hippocampal subregion involved
as not tested [27]. In subregion studies, Kesner et al. have

hown that CA3 lesions produce chance performance on a one-
rial object–place recall task [69] and other object–spatial tasks
66,141]. For example, CA3 lesions produced chance performance
n both a one-trial object–place recall and place–object recall task
69]. This is evidence that CA3 supports arbitrary associations as
ell as episodic memory based on one-trial learning. A control
xed visual conditional to place task with the same delay was not

mpaired, showing that it is recall after one-trial (or rapid, episodic)
earning that is impaired [69]. CA3 NMDA receptors are as pre-
icted by the theory necessary for rapid/one-trial spatial learning,
s shown by a mouse knockout study by Nakazawa and cowork-
rs [107,108,167]. As described in Section 4, we have shown that
ippocampal CA3 neurons reflect the computational processes nec-
ssary for one-trial object–place event memory, used as a model for
pisodic memory [144].
The theory predicts that if primates including humans can form
n episodic memory in which objects or people are seen at partic-
lar locations even though the observer viewing the space and has
ever been to those locations ‘out there’ in space, there should be a
eural system in CA3 that can support such associations between
arch 215 (2010) 180–196

places ‘out there’ in a scene and objects. Exactly this is provided by
the spatial view neurons Rolls and colleagues have discovered that
are present in CA3 [45,117,131,134,139,140,144]. Place cells will
not do for this type of episodic memory.

5.3. Recall via CA1 to neocortex

The theory shows quantitatively, analytically, how memories
could be retrieved from the hippocampus to the neocortex [171],
and this has been shown by simulation of the multistage hippocam-
pal system including the entorhinal cortex, dentate, CA3, CA1, and
return to the entorhinal cortex to recall the memory to be quanti-
tatively realistic [128].

Many further tests of the theory are described elsewhere
[70,141,145].

6. Discussion

The present theory holds that the hippocampus is used for the
formation of episodic memories using autoassociation. This func-
tion is often necessary for successful spatial computation, but is
not itself spatial computation. Instead, I believe that spatial com-
putation is more likely to be performed in the neocortex (utilizing
information if necessary for the particular task recalled from the
hippocampus). Consistent with this view, hippocampal damage
impairs the ability to learn new environments but not to perform
spatial computations such as finding one’s way to a place in a
familiar environment, whereas damage to the parietal cortex and
parahippocampal cortex can lead to problems, such as topographi-
cal and other spatial agnosias, in humans [see 71]. This is consistent
with spatial computations normally being performed in the neocor-
tex. (In monkeys, there is evidence for a role of the parietal cortex in
allocentric spatial computation. For example, monkeys with pari-
etal cortex lesions are impaired at performing a landmark task, in
which the object to be chosen is signified by the proximity to it of
a ‘landmark’ (another object) [173]).

The key aspect of the hippocampal theory, which relates it very
closely to episodic memory, is that the hippocampal system has
the dentate granule to mossy fibre to CA3 cell system, which with
its sparse connectivity (46 synapses onto each CA3 neuron) has a
randomizing effect on the representations set up in CA3, so that
they are as different as possible from each other; and that this
then enables each associative memory formed in the CA3 recur-
rent collaterals to be as different as possible from all the other event
memories (see Section 3.3). This is then the optimal situation for the
CA3 recurrent collateral effect to operate, for it can then associate
together the random set of neurons that are active for a particular
event (for example an object in a particular place), and later recall
the whole set from any part. It is because the representations in
CA3 are unstructured, or random, in this way that large numbers
of memories can be stored in the CA3 autoassociation system, and
that interference between the different memories is kept as low as
possible, in that they are maximally different from each other. This
is the essence of the hippocampus as a memory system suitable for
unstructured memories such as event or episodic memories, each
of which should be kept as distinct from the others as possible.

In this theory, the entorhinal cortex grid cell to dentate/CA3
place cell transformation that can be achieved by competitive
learning [143] is necessary so that a sparse representation of a place
with different representations for different places suitable for asso-

ciation with an object or reward can be made available for CA3. The
grid cell representation does not have this property, in that the
representations of different places by grid cells are too highly cor-
related to be useful in an associative memory [145]. The utility of
the entorhinal grid cell system is likely to be its role in path integra-
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ion [96]: in the idiothetic (self-motion) update of location, where
he location is represented as a series of ring attractors of different
patial sizes, with no beginning and no end to each ring continuous
ttractor. Because a ring is endless, and the packet of activity just
eeps going round the ring as locomotion continues, the system can
erform path integration beyond any known environment, and in
he dark, where the spatial environmental cues are not known or
annot be seen, so allowing for example return to base.

Once place cell representations have been set up in the hip-
ocampus, they form a continuous spatial attractor network
ecause of associative synaptic modification during locomotion
roducing synapses that are stronger the nearer together two
laces are, and thus the more likely coactivity between CA3 pyra-
idal cells is [145,158,160–162]. Although this is a continuous

epresentation, as it has to be because space is continuous, it is
uitable for association with the representations of objects, which
re discrete, to form an episodic memory [137]. An important prop-
rty of this spatial system is that there can be many separate maps,
r charts, each of a different environment, stored in the hippocam-
us [13], as each chart has low correlations with any other chart,
ue in part to the randomizing effect of the mossy fibres. The
ssential property of the hippocampal CA3 system then may be
hat it is not specialized to perform the computations necessary
or spatial navigation [18,94,95,111], but instead is a memory sys-
em that inevitably contains some continuous representations of
pace because places, landmarks etc. are being encoded as part of
n episodic memory system, and space is inherently continuous.
aving said this, the hippocampus according to the present (Rolls’)

heory does form memories of where objects, people, rewards etc.
ave been found in space, and so may be useful when one is looking

or a particular object or reward, for the place can be recalled from
he hippocampal representation. Once recalled to the neocortex,
he place may then be used in a neocortically organized system to
nable actions to be performed to reach a place, which could involve
patial navigation, using landmark or body centred algorithms, but
lso actions such as getting on a boat or bus, taking a plane, etc.

The hippocampus is the only part of the brain I know with
he type of sparse connectivity implemented in the mossy fibre to
A3 synaptic connections to set up randomly different represen-
ations. It sets up a fascinating comparison with the neocortex. In
he neocortex, the connectivity is set up to emphasize feedforward
onnectivity from one area to the next that has large numbers of
onnections onto each neuron, in the order of several thousand.
his enables the neocortex to form representations by competi-
ive learning that represent combinations of the ‘features’ present
t an earlier stage, and which are separated apart in the space.
uch a process operating over several stages of a hierarchy enables
epresentations of different objects to be formed. Here the repre-
entations are not arbitrarily and randomly different, as in CA3,
ut instead represent converge of information over large informa-
ion spaces (using many synapses onto each neuron) that together
nables an object to be ‘diagnosed’, that is, represented, as in Rolls’
heory of invariant visual object recognition in the ventral corti-
al visual stream [127,142,145,147,176]. In the neocortical system
he local recurrent collateral connections between nearby cortical
yramidal cells play a largely different role to that in the hippocam-
al theory. In the neocortex they implement short-term memory
hich provides the basis for planning and attention; and decision-
aking including categorization [145,149].
A theory closely related to the present theory of how the

ippocampus operates has been developed by McClelland et

l. [88]. It is very similar to the theory we have developed
118–121,145,170,171] at the systems level, except that it takes
stronger position on the gradient of retrograde amnesia, empha-

izes that recall from the hippocampus of episodic information is
sed to help build semantic representations in the neocortex, and
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holds that the last set of synapses that are modified rapidly during
the learning of each episode are those between the CA3 and the CA1
pyramidal cells, as described above (see Fig. 1). It also emphasizes
the important point that the hippocampal and neocortical memory
systems may be quite different, with the hippocampus specialized
for the rapid learning of single events or episodes, and the neocor-
tex for the slower learning of semantic representations which may
necessarily benefit from the many exemplars needed to shape the
semantic representation.

In this paper we have thus seen that there is neurophysiological
evidence that different representations of the type important in
episodic memory, including object and place, and reward and
place, are brought together in the primate hippocampus, and even
that the whole representation can be completed from a partial
retrieval cue in a one-trial object–place memory task. It appears to
be a property of the hippocampus that it is involved in associations
when one of the associates is place or time [141,145,149]. We have
moreover seen that the representation of space in the primate
hippocampus provided by spatial view cells is appropriate for
episodic memory in primates including humans, for it is a repre-
sentation of space “out there”, which is prototypical of the spatial
representation that is involved in episodic memory in primates
including humans. We have also described and updated a theory of
how the hippocampal system could implement episodic memory
[118–121,123,124,126,128,129,133,141,145,149,169–171], and
shown how there is now considerable empirical support for the
theory [70,141,145].
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