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but the extent to which they explore has the opposite dependence on time horl
zon than humans. Moreover, we found that free choices and guided choices
have fundamentally different influences on exploration in rodents, a finding
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